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ARTICLE INFO ABSTRACT

Even when it is critical to stay awake, such as when driving, sleep deprivation weakens one's ability to do so by
substantially increasing the propensity for microsleeps. Microsleeps are complete lapses of consciousness but,
paradoxically, are associated with transient increases in cortical activity. But do microsleeps provide a benefit in
fMRI terms of attenuating the need for sleep? And is the neural response to microsleeps altered by the degree of ho-
Microsleeps meostatic drive to sleep? In this study, we continuously monitored eye-video, visuomotor responsiveness, and
brain activity via fMRI in 20 healthy subjects during a 20-min visuomotor tracking task following a normally-
rested night and a sleep-restricted (4-h) night. As expected, sleep restriction led to an increased number of
microsleeps and an increased variability in tracking error. Microsleeps exhibited transient increases in regional
activity in the fronto-parietal and parahippocampal area. Network analyses revealed divergent transient changes
in the right fronto-parietal, dorsal-attention, default-mode, and thalamo-cortical functional networks. In all
subjects, tracking error immediately following microsleeps was improved compared to before the microsleeps.
Importantly, post-microsleep recovery in tracking response speed was associated with hyperactivation in the
thalamo-cortical network. The temporal evolution of functional connectivity within the frontal and posterior
nodes of the default-mode network and between the right fronto-parietal and default-mode networks was asso-
ciated with temporal changes in visuomotor responsiveness. These findings demonstrate distinct brain-network-
level changes in brain activity during microsleeps and suggest that neural activity in the thalamo-cortical network
may facilitate the transient recovery from microsleeps. The temporal pattern of evolution in brain activity and
performance is indicative of dynamic changes in vigilance during the struggle to stay awake following sleep loss.
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Introduction

Microsleeps intrude into wakefulness when the drive to sleep is
increased due to sleep deprivation (Chee and Tan, 2010; Doran et al.,
2001; Goel et al., 2009; Innes et al., 2013; Ong et al., 2015) or due to
extended-task monotony combined with a circadian dip (e.g., during
post-lunch hours) (Peiris et al., 2006; Poudel et al., 2014). Microsleeps
are hazardous in occupational settings, such as driving, as they are
accompanied by complete lapses of responsiveness for 0.5-15s and
transient full or partial eye-closure (Ong et al., 2015; Peiris et al., 2006;
Poudel et al., 2014). Although microsleeps are distinct transient events,
they are concomitant with tonic performance variability, attention

lapses, and errors of commission, reflecting the underlying “wake-state
instability” due to increased sleep drive (Doran et al., 2001). Whether
intrusion of microsleeps during the struggle to stay awake provides any
behavioural benefit remains unclear.

Evaluation of brain activity and performance surrounding clearly-
defined microsleeps provides a framework to investigate the neuro-
behavioural consequences of microsleeps, as done via EEG (Boyle et al.,
2008; Davidson et al., 2007; Jonmohamadi et al., 2016; Toppi et al.,
2016) and via fMRI (Ong et al., 2015; Poudel et al., 2014). We have
previously demonstrated that microsleeps during extended continuous
tracking tasks exhibit transient increases in activity in the fronto-parietal
cortex and decreased activity in the bilateral thalamus (Poudel et al.,
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2014). Spontaneous eye-closures (behavioural manifestations of micro-
sleeps) in sleep-deprived individuals also exhibit similar patterns of
co-activation in frontal, parietal, and occipital brain areas (Ong et al.,
2015). This large-scale co-activation in cortical systems during micro-
sleeps has been attributed to cognitive resistance to falling asleep and
neural modulations required for waking individuals from microsleeps
(Poudel et al., 2014) or due to hypnagogic mentation during transition to
sleep (Ong et al., 2015). Importantly, microsleep-related cortical
co-activation patterns are distinct from those observed during voluntary
eye-closures (Jonmohamadi et al., 2016; Ong et al., 2015; Poudel et al.,
2010), suggesting attentional and arousal mechanisms at play during
behavioural manifestations of microsleeps.

Further support for the involvement of cortical systems during
increased sleep drive has been gained from research on attention lapses
(prolonged response time) when sleep deprived. In particular, thalamic
and visual processing capacity declines during drowsiness leading to
attentional lapses on a selective attention task (Chee et al., 2008; Chee
and Tan, 2010). A compromise in cortical capacity to down-regulate
medial frontal and posterior cingulate activity led to prolonged reac-
tion times in a vigilance task (Drummond et al, 2005). The
cortico-thalamic alertness network can also show a compensatory
response to sleep loss during complex tasks (Drummond et al., 2001;
Tomasi et al., 2008) and even during the awake resting state (Poudel
et al., 2012). The fronto-parietal and thalamic neural changes when
attention and alertness are compromised following sleep loss (Chee et al.,
2008; Chee and Tan, 2010; Tomasi et al., 2008) indicate that higher
order cortical systems play an important role in regulating wakeful
behaviour when arousal is compromised. However, the role of cortical
networks in modulating wake-sleep behaviour in the face of increased
sleep drive is not well understood. In particular, given the dangers
associated with microsleeps in occupational settings, it is important to
isolate the behavioural and neuronal processes during and after recovery
from microsleeps.

In the current study, we recorded fMRI scans in 20 healthy partici-
pants performing a continuous visuomotor tracking task following both
rested and sleep-restricted nights. We hypothesized that (i) microsleeps
are associated with transient improvement in visuomotor performance,
(ii) microsleeps after sleep restriction exhibit distinct neural response in
cortical networks compared to microsleeps when rested, and (iii) tran-
sient changes in functional connectivity within the right fronto-parietal
(rFPN), default-mode (DMN), and thalamo-cortical (TCN) networks are
associated with loss of performance during microsleeps.

Materials and methods
Participants

Twenty right-handed volunteers (10 males and 10 females, aged
20-37 yr, mean age 24.9 yr) with no history of neurological, psychiatric,
or sleep disorder participated in the study. For inclusion in the study,
participants had to report a usual time to bed between 10 and 12 p.m. and
a usual time in bed of 7.0-8.5 h. Ethical approval for the study was ob-
tained from the New Zealand Upper South B Regional Ethics Committee
(Ethics Reference Number: URB/09/02/005).

Study procedure

All participants visited the laboratory three times. On the first visit,
they were briefed on the experimental protocol and provided with an
Actiwatch (Respironics Inc., PA, USA) and a detailed sleep diary to record
their sleep habits for 6 days and 5 nights prior to each of the two
experimental sessions. They also recorded time of intake of caffeine,
alcohol, and food in the diary. The second and third visits involved rested
and sleep-restricted sessions, the order of which was counterbalanced
across the participants. The sessions were 1 week apart to minimize re-
sidual effects of sleep restriction in participants who were sleep-restricted
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during the first session.

Participants were asked to sleep normal hours during the week prior
to the rested session. They were asked to do likewise for the sleep-
restricted session except for the immediately preceding night in which
their time-in-bed was restricted to 4h (3:00-7:00 a.m.). Participants
were requested not to engage in any safety-sensitive tasks (such as
driving) following the sleep restriction. They were also asked not to
consume any stimulants or depressants, such as alcohol, caffeine, and
nicotine, on the day of either experimental session.

On the day of each scan, participants arrived at the laboratory an hour
before the scanning session. Sleep habits recorded by the actiwatch and
in the sleep diary were inspected prior to each of the scanning sessions to
confirm compliance with the sleep schedule required for inclusion in the
study. The sleep diary was used to confirm that participants did not
consume any prohibited substances (caffeine and alcohol) on the day of
scanning. Participants were provided with a lunch of hot noodles. They
were also asked to rate their current subjective sleepiness using the
Karolinska Sleepiness Scale (KSS) (Akerstedt and Gillberg, 1990) and
Stanford Sleepiness Scale (SSS) (Hoddes et al., 1972) before entering the
scanner room. Their self-rated propensity trait to fall asleep during the
day was estimated using the Epworth Sleepiness Scale (ESS) (Johns,
1991). The participants entered the scanner between 1:00 p.m. and 2:30
p.m.

Experimental task

Each participant undertook a 20-min continuous pursuit-tracking
task, which had been validated in our previous study (Poudel et al.,
2014). During task performance, they had to manoeuvre an
MR-compatible finger-based joystick (Current Designs, Philadelphia, PA,
USA) to pursue a 2-D random target moving continuously on a computer
screen (as described in Poudel et al. (2014)). Participants were famil-
iarized with the tracking task for 2min both inside and outside the
scanner. They were instructed to control the joystick position so that the
response disc was as close as possible to the centre of the moving target at
all times. Foam support was placed below the right elbow for subject
comfort and to minimize hand movement during tracking. Eye-video was
used to monitor participant wakefulness during the tracking task.

Imaging procedure

All subjects were imaged using a Signa HDx 3.0 T MRI Scanner (GE
Medical Systems) with an eight-channel head coil. High-resolution
anatomical images of the whole brain were acquired using T1-
weighted anatomical scans (repetition time: 6.5 ms; echo time: 2.8 ms;
inversion time: 400 ms; field of view: 250 x 250 mm; matrix: 256 x 256;
slice thickness: 1 mm). Functional images were acquired using echo-
planar-imaging (repetition time: 2.5s; echo time: 35 ms; field of view:
220 x 220 mm; slice thickness: 4.5 mm; number of slices: 37, matrix:
64 x 64, number of repetitions: 485 TR). The first five images of each
session were discarded to allow for T1 equilibration. A magnetic field-
map was acquired for each subject to reduce the functional image dis-
tortions (echo time: 4.0 ms and 6.2 ms). Participants were provided with
ear plugs to lessen the high-volume acoustic noise from the scanner.

Preprocessing of MRI data

The MRI data were preprocessed using FSL (FMRIB's Software Li-
brary, www.fmrib.ox.ac.uk/fs]) and custom Linux Shell and Matlab
scripts (Matlab 7.6.0, R2008a, Mathworks, MA, USA). fMRI preprocess-
ing included motion correction (Jenkinson et al., 2002), field map-based
unwarping (Jenkinson, 2003), slice-time correction, spatial smoothing
with a 7-mm Gaussian kernel (full width at half maximum), and
high-pass filtering with a cut-off of 128s. The structural images were
registered to the MNI152 standard space using a non-linear registration
tool (FNIRT). Registration parameters produced by the non-linear
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registration process were then used to warp the fMRI images into a
standard 2 x 2 x 2 mm?® Montreal Neurological Institute (MNI) template.

Data analysis

Detection of microsleeps

Microsleeps were defined behaviourally as in our previous work
(Innes et al., 2013; Poudel et al., 2014). Briefly, a custom-built Syn-
cPlayer™ program was used to replay synchronized eye-video, VEOG,
and tracking target (x and y), response (x and y), speed, and tracking
error. Any episodes of flat tracking (zero response speed) or divergences
of response and target of 0.5-15 s duration accompanied by behavioural
signs of drowsiness and full or partial (>80%) slow-eye-closures were
marked as behavioural microsleeps. The response position, speed, and
error signals were used to mark the onset and end of flat tracking re-
sponses. Eye-video were used as cues to mark the onset and end of
eye-closure.

Analysis of visuomotor tracking performance surrounding microsleeps

Visuomotor tracking data was analysed in Matlab (Mathworks, USA)
using custom scripts. The mean and standard deviation in tracking error
(over the entire tracking period) before and after the removal of micro-
sleeps were estimated. A moving average (60-s window and 1-s steps)
was used to estimate second-to-second changes in tracking error during
the rested and sleep-restricted sessions. The mean and standard deviation
across participants in the moving average error were also estimated.
Paired t-tests were used to compare means and standard deviations in
tracking error when rested and sleep-restricted.

Tracking performance during 1.0-s epochs immediately before and
after microsleeps was compared, with the start and end of micrsleeps
identified by manual rating. Alert episodes were defined as random 1.0-s
episodes chosen from tracking period devoid of any microsleeps or tonic
increase in tracking errors (identified by visually inspecting the tracking
data). In each participant, the number of ‘alert episodes’ was chosen to be
balanced by the same as the number of microsleeps. Average pre-versus
post-microsleep tracking performances were compared using a paired t-
test. To investigate the associations between tracking performance and
microsleep duration we used Pearson's correlation where data was nor-
mally distributed and Spearman's correlation where data was not nor-
mally distributed. One-sample Kolmogorov-Smirnov test was used to test
for the normality in the data.

Model-driven fMRI analysis

Participants were excluded from fMRI analyses if they had motion
more than 3.0 mm of maximal translation or 1.0° of maximal rotation
throughout the course of scanning. For each subject and session, general
linear model (GLM) based analysis was used to identify the pattern of
BOLD activity during microsleeps. The GLM comprised (i) duration
modulated impulse regressors modelling BOLD activity during micro-
sleeps, (ii) a normalized task-related error regressor modelling scan-to-
scan BOLD fluctuations during scan-to-scan changes in tracking error
(excluding periods just prior to and during microsleeps), and (iii) six
motion parameters. Three participants in the sleep-restricted condition
and one participant in the well-rested condition also had sleep episodes
(longer than 15s), which were modelled as separate regressors. The
normalized tracking error regressor modelled average error during
tracking for each TR (2.5 s) divided by average target speed during that
time. All regressors were convolved with double-gamma haemodynamic
response functions to model appropriate BOLD signal change. Appro-
priate contrasts were used to identify BOLD activity during microsleeps.
Model driven analysis was implemented using FSL FEAT and run on
MASSIVE infrastructure.

At the group level, the main effects of microsleeps (t-test) and of sleep
restriction (paired t-test) on microsleep-related activity were estimated
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using two separate models. A paired t-test was only conducted on the set
of individuals who had microsleeps during both rested and sleep-
restricted sessions. The models were estimated using non-parametric
statistics (Randomize) using 5000 permutations. The main-effects of
microsleeps on fMRI activity was considered significant at p < 0.01
(family-wise-error corrected using threshold free cluster enhancement
(TFCE) technique). The stringent threshold (p < 0.01) was chosen to
localise the BOLD fMRI activity with a higher spatial precision. The TFCE
method enhances cluster-like features in statistical images (Smith and
Nichols, 2009). Microsleep-specific activities were identified by masking
out spatial regions involved in voluntary eye-closures (Poudel et al.,
2010). A lenient threshold was used to identify differences in activity
between microsleeps when rested and sleep restricted. Whole-brain
analysis was conducted with statistical maps thresholded using clusters
determined by Z > 2.3 and a (corrected) cluster significance threshold of
p <0.05.

We also performed regions of interest (ROI) analysis on regions
selected from the parietal, frontal, and parahippocampal cortices to
investigate whether sleep restriction changes the transient activity dur-
ing sleep loss. These regions of interest have been shown be modulated
by sleep deprivation and microsleep duration in previous studies (Ong
etal., 2015; Poudel et al., 2014). ROIs were defined using the group-level
statistical maps of main-effects of microsleeps (via a group-level t-test)
unbiased to rested or sleep restricted sessions. Spherical masks (10-mm
diameter) centred on local maxima of activation during microsleeps
(main effects of microsleep) were created for region-of-interest analyses.
Parameter estimates obtained in first-level modelling of the effects of
microsleeps were extracted from both rested and sleep-restricted ses-
sions. Microsleep-related activity during rested and sleep-restricted ses-
sions were compared using non-parametric Wilcoxon rank sum test and
considered significant at p < 0.05.

Data-driven fMRI analysis

To investigate the dynamics of intrinsic networks during microsleeps
following sleep restriction, we performed data-driven analysis using in-
dependent component analysis (ICA). MELODIC ICA (FSL) (Beckmann
and Smith, 2004) was used to identify spatially-independent networks in
each subject's fMRI data acquired during rested and sleep-restricted
sessions. Total number of components in each subjects were estimated
using the Laplace approximation to the Bayesian evidence of the model
order (Beckmann and Smith, 2004). Four distinct networks were iden-
tified in each subject: (i) default-mode network, comprising the ventro-
medial prefrontal cortex (vmPFC) and posterior-cingulate cortex (PCC),
(ii) thalamic network, comprising the bilateral thalamus and visual
cortices, (iii) dorsal-attention network, comprising the primary and sec-
ondary visual areas and parietal cortices, and (iv) right fronto-parietal
network, comprising right inferior-frontal and posterior-parietal areas.
The following steps were applied to identify these networks in each in-
dividual: (1) Standard-space spatial patterns underlying the 4 networks
were obtained from previously published work (Smith et al., 2009), (2)
MNI-space spatial maps were correlated with MNI-space transformed ICA
maps from each individual subjects, (3) the within-subject ICA map,
which was maximally spatially correlated (i.e., maximum r value) with
the standard network, was used as subject-level map. This approach
ensured spatial specificity of the maps used for each subject.
Eigen-time-courses for each network were used to identify transient
changes in the networks during microsleeps. The BOLD signal change
(baseline corrected with the average signal from the two preceding
points) time-locked to the microsleeps was deconvolved for each network
of interest.

To investigate whether transient activity in each intrinsic network is
associated with speed of recovery from microsleeps, we modelled post-
microsleep activity during each microsleep using separate regressors
(located at the end of microsleeps) convolved with the haemodynamic
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response function. This generated a beta series reflecting strength of
BOLD activity immediately at the end of microsleeps. To ensure that
activity at the onset of microsleeps was separated from that at the end of
microsleeps, we only used microsleeps of >5-s duration for this analysis.
The beta series were then correlated with change in response speed (post
microsleep speed minus during microsleep speed) immediately following
the end of microsleeps (1 s).

To investigate dynamics of changes in connectivity within and be-
tween the networks of interest, we used moving-window correlations to
identify changes in functional connectivity within and between the net-
works. The four networks of interest were identified in each individual
using MELODIC ICA, as described above, and average time-courses were
extracted. Any effect of noise and microsleeps on the average time
courses were regressed out using (i) 6 motion regressors, (ii) 3 regressors
representing microsleeps and (iii) 3 regressors from ventricular CSF
(using masks generated from segmentation using FSL). Any large tran-
sient deviations in time-series signal were also removed by removing any
volumes with amplitudes >2.5 SD from mean. The removed volumes
were replaced by interpolating data from nearby volumes. The pre-
processed time-courses were band-pass filtered to 0.008-0.010 Hz to
focus on low frequency fluctuations within the networks. For inter-
network connectivity, the correlations between average time courses
from each network of interest were estimated via moving-window cor-
relations (step: 1 vol [2.5 s], window: 96 vol [4 min]), revealing temporal
evolution of changes in functional connectivity. In each subject, this
temporal dynamic was correlated with temporal changes in tracking
performance estimated using moving-window averaging (step [2.55],
window [4 min]). Furthermore, to estimate intra-network connectivity
within right fronto-parietal and default-mode networks, individual-
subject ICA maps were normalized to standard space and averaged.
The maps were then manually thresholded to isolate the vmPFC, PCC,
and right-frontal and right-parietal nodes within the networks. The
moving-window-correlation approach was used to estimate intra-
network connectivity, which was correlated with moving-window
average changes in tracking performance.
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Results
Microsleeps when rested and sleep-restricted

Three subjects were excluded from analysis due to excessive move-
ment during fMRI scanning. Based on actigraphy analysis, we determined
that the remaining participants (N=17) had 7.84 + 0.93 (mean + SD)
hours of sleep during the night before the rested scan and 3.55 + 0.21 h
of sleep before the sleep-restricted scan (actual sleep hours). There was
an increase in the mean number of microsleeps in the 20-min session
following sleep-restriction (mean 27.9 vs 11.4, t[15] = —2.10,p =.03, 1-
tailed). Of the 17 subjects, 15 had at least one microsleep during the
sleep-restricted session, whereas only 7 had microsleeps when rested.
There were increases in both the mean and SD of tracking errors
following sleep restriction both before and after removing the effects of
microsleeps (Fig. 1A) (all p < 0.05). As expected, tracking performance
following sleep restriction was also highly variable (Fig. 1B).

Visuomotor performance in the moments surrounding microsleeps

Data from the sleep-restricted sessions were used to investigate the
temporal dynamics of visuomotor performance surrounding microsleeps.
There was a decrease in tracking error (t= 3.6, p=0.003, paired t-test)
immediately after the microsleeps (post-microsleep) relative to tracking
error before microsleeps (pre-microsleep) (Fig. 2A). This decrease in
tracking error was correlated (Pearson's r=0.42, p <0.0001) with
duration of microsleeps (Fig. 2B). Of the 11 participants with ten or more
microsleeps, 8 participants showed significant correlation between
change in the tracking error and microsleeps duration (p < 0.05). The r-
values ranged from —0.23 to 0.61, with standard deviation of 0.23.
Whereas, only 4 showed significant correlation (p < 0.05) between pre-
microsleeps tracking error and microsleeps duration. The r-values
ranged from —0.07 to 0.71 with the standard deviation of 0.28.

Alert tracking, defined as random 1.0-s episodes chosen from tracking
period devoid of any microsleeps or tonic increase in tracking errors, was

140
120
100
80
60
40

20

120 240 360 480 600 720 840 960 1080

25
= SR

15

10

RW

i 1 2 L " L i L " 2 1 1 i L 2 1 L " i

120 240 360 480 600 720 840 960 1080

0
0

Time (s)

Fig. 1. Tracking performance in rested and sleep-restricted state. (A) Mean and standard deviation of tracking performance was increased in sleep-restricted compared
to rested states both before and after the removal of microsleeps. (B) An example tracking performance in an individual with frequent microsleeps (top-panel) and
average (and standard error) moment-to-moment changes in tracking performance (including standard error) in rested (RW, green) and sleep restricted (SR, red)

sessions (N = 17). *p < 0.05.
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Fig. 2. (A) Average tracking performance pre- and post-microsleeps, and during alert tracking episodes in 15 subjects who had microsleeps during the sleep-restricted
session. Alert tracking episodes were defined as random 1.0-s episodes chosen from tracking period devoid of any microsleeps or tonic increase in tracking errors. Error
bars represent the standard deviation. (B) Scatter plots showing the correlation between microsleep duration and response speed and change in tracking error (pre-

microsleep-post-microsleep) immediately following microsleeps.

better compared to both pre-microsleep (t=6.2, p<0.001) and post-
microsleep (t=5.7, p < 0.001) tracking performance. There was also a
correlation (Pearson's r=0.37, p < 0.001) between microsleep duration
and response speed (Fig. 2B).

Regional brain activity during microsleeps

Group-level analysis revealed that microsleeps are associated with
widespread increased activity in multiple cortical areas (p < 0.01, TFCE
corrected), including the left inferior-frontal, bilateral superior-parietal,
bilateral precentral, right posterior-parietal, and occipital cortices
(Fig. 3, Table 1). Other brain regions with increased activity during
microsleeps include the bilateral hippocampus and basal forebrain
(subcallosal cortex).

Exploratory comparison of fMRI activity during microsleeps when rested
and sleep-restricted

Only 5 subjects could be used in the analysis of fMRI activity of
microsleeps when rested versus sleep-restricted as they had 5 or more
microsleeps in both rested and sleep-restricted sessions. An exploratory
whole-brain within-group comparison showed no difference between the
increases in BOLD activity seen during microsleeps when sleep-restricted
compared to rested. Post-hoc analysis on specific regions of interest
revealed trends towards larger increases in the right superior-parietal
and superior-frontal cortices when sleep-restricted. A larger increase
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when sleep-restricted was significant only in the right superior-parietal
lobule (p=0.02) (Fig. 4). These findings should be interpreted with
caution due to the small number of participants used.

Transient activity in large-scale networks during microsleeps

We identified intrinsic brain networks of interest during both rested
and sleep-restricted sessions. Spatial correlations between subject-
specific networks and spatial templates of resting-state networks were
moderate to high (Pearson's r>0.4). Time-resolved analysis of
microsleep-related fMRI activity in these networks exhibited distinct
temporal patterns of activity (Fig. 5). Visual inspection shows that the
right fronto-parietal network (rFP) exhibited a transient increase when
sleep-deprived compared to sustained activity when rested. In the
default-mode network (DMN), microsleeps when sleep-deprived were
associated with sustained reduced activity compared to increased activity
when rested. In the dorsal-attention (DA) network, transient activity was
observed in both rested and sleep-restricted microsleeps. Transient
reduced activity was observed in the thalamic-visual network (TVN)
when subjects were both rested and sleep-restricted.

For the thalamo-cortical networks, the beta series obtained from
modelling the post-microsleep activity was correlated (Spearman's
r=0.43, p=0.003) with the change in response speed at the end of
microsleeps (response speed post microsleep-response speed during
microsleep). There was no correlation between beta series from other
networks and change in response speed.
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Fig. 3. Group-level significant (p < 0.01, family-wise-error corrected using TFCE) patterns of increased activation (orange-yellow) are shown overlaid on a template
brain available in MRICroGL. The group-level patterns were obtained from the main effects of microsleeps (combined across rested and sleep-restricted sessions). The

slices are labelled with MNI coordinates.

Table 1
Anatomical locations, MNI coordinates (mm), and t-values corresponding to peak
values of increased BOLD activity (p < 0.01, TFCE corrected) during microsleeps.

Brain Region Size t- X y z
(Voxels) value

L. Precentral Gyrus 2568 7.17 -10 —24 72

R. Lateral Occipital Cortex 1734 6.1 30 —66 56

L. Hippocampus 1725 7.65 -34 =20 -20

L. Superior Frontal Gyrus 1334 5.95 -20 6 58

L. Lateral Occipital Cortex 566 6.32 —52 -64 6
(Inferior)

R. Inferior Temporal Gyrus 281 5.44 52 -6 —42

L. Lateral Occipital Cortex 257 5.62 —22 —68 62
(Superior)

R. Superior Frontal Gyrus 145 4.42 16 20 56

R. Occipital Fusiform Gyrus 117 5.82 34 -78 -12

R. Parietal Operculum Cortex 80 4.26 48 —24 22

R. Superior Parietal Cortex 76 3.88 36 —42 42

L. Superior Parietal Cortex 69 3.4 —-40 -36 42

R. Planum Temporale 66 3.63 42 -30 6

L. Subcallosal Cortex 38 4.39 —4 28 —22

L. Temporal Pole 34 4.02 —44 10 -36

R. Lateral Occipital Cortex 29 3.48 52 -72 18
(Superior)

L. Cingulate Gyrus 23 3.48 -10 -16 42

L. Lingual Gyrus 19 4.21 -8 -52 2

L. Precentral Gyrus 17 3.87 —52 2 32

L. Inferior Frontal Gyrus 15 3.28 —-50 18 12

R. Superior Frontal Gyrus 11 3.23 18 26 42

Temporal evolution of inter-network connectivity

In the individuals with microsleeps, dynamic changes in inter-
network anti-correlation between the DMN and rFPN networks was
associated with temporal fluctuations in tracking error (Fig. 6). The
moderate DMN-rFPN anti-correlation observed during the periods of
good tracking was reduced with the intrusions of microsleeps increasing
tracking errors. However, the correlation between number of microsleeps
and degree of changes in DMN-rFPN connectivity and tracking error was

not significant (Spearman's r =0.39, p=0.13).

Temporal evolution of intra-network connectivity

Within the DMN (Fig. 7), temporal changes in intra-network con-
nectivity between the medial-frontal cortex (MFC) and the posterior-
cingulate cortex (PCC) were negatively correlated with temporal
changes in tracking error across subjects (t-test of r-values, t=—2.75,
p=0.01). There was no association between changes in connectivity
within the rFPN and tracking error.

Discussion

This study investigated changes in neural activity and connectivity
during microsleeps in healthy subjects exposed to overnight sleep re-
striction. By continuously sampling behavioural responsiveness (visuo-
motor tracking) and eye-video recording during fMRI scanning, we were
able to identify microsleeps and measure corresponding changes in brain
activity. We studied performance changes immediately following
microsleeps and identified intrinsic functional networks critical for re-
covery of responsiveness. Furthermore, we were able to map the tem-
poral evolution of inter-network and intra-network connectivity in these
functional networks on tonic changes in alertness following sleep re-
striction. Our observations provide new insight into (i) dynamic shifts in
brain activity which occur during the transition from wakefulness to
spontaneous microsleeps, (ii) dynamic shifts in brain activity during re-
turn to wakefulness/responsiveness following microsleeps, and (iii) how
such dynamics are tentatively altered by sleep-restriction.

Consistent with the wake-state instability hypothesis (Doran et al.,
2001), we observed that tracking performance (measured using tracking
error) following sleep loss was accompanied by mixed periods of drowsy
performance, good performance, and intrusion of microsleeps. Perfor-
mance variability following sleep restriction was greater than perfor-
mance variability when fully rested, both before and after removing the
effects of microsleeps, suggesting that microsleeps are not the only source
of variability in performance following sleep loss. There was a large
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Rested Sleep-deprived

Fig. 4. Microsleep-related fMRI activity (parameter estimates from first-level model) in the right superior-parietal, superior-frontal cortices, and left hippocampus
during rested and sleep-deprived sessions in the 5 subjects who had >5 microsleeps in both sessions. The red spheres on the MRI slices represent ROI locations. The
fMRI data points from each individual are plotted as separate lines (with different colours).

inter-individual variability in the frequency of microsleeps and in the
variability in performance. All of these behavioural changes are consis-
tent with previous studies on sustained attention performance after sleep
deprivation (Chee and Tan, 2010; Doran et al., 2001; Drummond et al.,
2005; Goel et al., 2009; Innes et al., 2013; Toppi et al., 2016). However,
an important distinction of our study was our ability to track behavioural
performance at a sub-second level using a specially-designed 2-D
continuous tracking task (Poudel et al., 2010, 2014). Two-D tasks not
only allows accurate temporal localization of the start and end of tran-
sient lapses of responsiveness but also help uncover second-to-second
tonic neurobehavioural variability induced by fluctuations in drowsi-
ness (Huang et al., 2005; Peiris et al., 2006).

When the subjects were sleep-restricted, the tracking error immedi-
ately following their microsleeps was better than that immediately before
those microsleeps. Furthermore, a positive association was observed
between the duration of microsleeps and post-microsleep response speed.

This suggests that longer microsleeps provide better responsiveness, at
least transiently, following recovery from microsleeps. This, in turn,
suggests that microsleeps have intrinsic benefit in terms of temporary
dissipation of sleep drive. Dissipation of homeostatic sleep drive
following extended wakefulness is driven by the appearance of slow-
wave activity (SWA) during sleep (Tononi and Cirelli, 2006). Impor-
tantly, other studies suggest that this SWA can occur locally in the brain
even when one is awake (Hung et al., 2013; Vyazovskiy et al., 2011).
SWA when awake appears due to small groups of fatigued cortical neu-
rons going briefly offline without causing behavioural manifestations of
sleep (Vyazovskiy et al., 2011). In contrast, microsleeps cause global
slowing of EEG and clear behavioural manifestation of sleep in the eyes
and responsiveness (Poudel et al., 2014; Toppi et al., 2016). There is also
evidence that at least some microsleeps involve transitory intrusions into
Stage-2 sleep (Jonmohamadi et al., 2016). We suggest that microsleeps
can provide small and transitory relief from sleep pressure by way of the
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Fig. 5. Transient responses in intrinsic functional networks of interest during microsleeps. (A) Time-courses of transient changes in microsleep-related activity in the
right fronto-parietal, default-mode, thalamo-cortical, and dorsal-attention networks when rested (green-dashed line) and sleep-restricted (red line). (B) Correlation
between beta values from the thalamo-cortical network (for microsleeps >5s duration) and change in response speed (mm/s) from the microsleep state to post-
microsleep (i.e., post microsleep response speed (averaged for 1 s) minus during microsleep response speed).

same homeostatic mechanism as occurs in global sleep and local sleep. Of
course, in the case of microsleeps, this relief is at the cost of a brief loss of
consciousness during an active task, which, in turn, could well be at the
expense of a fatal accident.

Consistent with previous findings, the neural activity during micro-
sleeps increased in the frontal, parietal, occipital, and para-hippocampal
cortices. Importantly, the spatial pattern of activity during microsleeps
was observed after excluding regions associated with voluntarily eye
closure (Poudel et al., 2010). It is important to note that microsleeps are a
complex behaviour and the increase in neural activity seen during
microsleeps appears driven by multiple distinct neural processes. Tran-
sient eye-closures, which are key behavioural manifestations of micro-
sleeps, are associated with increased activity in multisensory cortical and
sub-cortical brain areas and, hence, are major confounds. However, in
the present study we excluded regions activated during voluntary
eye-closures using a spatial mask derived from a previous study (Poudel
et al., 2010). Therefore, the brain regions observed to be active in the
present study are specific to microsleeps. A recent study also directly
compared activity during spontaneous eye-closures following sleep
deprivation with voluntary eye-closure-related activity when rested and
reported similar differences (Ong et al., 2015). The struggle to stay awake
after sleep deprivation requires individuals to cognitively resist sleep
drive, which may manifest as transient increases in activity during
microsleep intrusions. This interpretation is supported by findings that
individuals able to better maintain wakefulness and performance after
sleep restriction have increased blood flow in the fronto-parietal cortex
(Drummond et al., 2005; Poudel et al., 2012). The transition from
wakefulness to sleep also represents periods of hypnagogic mentation,
which are associated with increased activity in brain regions involving
sensory processing (Bodizs et al., 2008). Furthermore, detection of
response errors, a key behavioural component of recovery from micro-
sleeps, is also associated with increased neural activities in prefrontal and
anterior cingulate cortices (Debener et al., 2005). Taken together, the
findings suggest that one or more of these processes may drive the
large-scale activations observed during microsleeps. Importantly,
microsleeps while rested and sleep-restricted appear to be similar in their
neural correlates, raising a hypothesis that homeostatic sleep drive has
limited effect on the neural signatures of microsleeps. Although, this
interpretation is tentative, as the lack of robust differences could be
explained by small sample size (N =5).

We found that the temporal patterns of transient activity during

microsleeps differ across intrinsic functional brain networks. Although
this finding is exploratory in nature, it is consistent with voxel-wise ac-
tivity observed during microsleeps. Moreover, the data-driven analysis
revealed that while the fronto-parietal and dorsal-attention networks
exhibited transient activations, the default-mode and thalamo-cortical
networks showed transient reductions in activity followed by hyper-
activation. Fronto-parietal and dorsal-attention networks have
increased activity during optimal responses in sustained-attention tasks
(Ballard et al., 2008; Kim et al., 2006), supporting the role of these net-
works in cognitive drive to return to wakefulness during microsleeps. In
contrast, the ventromedial-prefrontal cortex and posterior-cingulate
cortex nodes within the default-mode network exhibit stronger meta-
bolic activity at rest than during cognitive tasks (Raichle et al., 2001).
Deactivation of the thalamo-cortical network during microsleeps has also
been shown in two previous studies (Ong et al., 2015; Poudel et al.,
2014). Although, we did not observe significant deactivation in the
voxel-wise analysis (possibly due to lack of power), time-course analysis
of the thalamo-cortical network showed a temporal pattern similar to
that observed in previous studies. Critically, post-microsleep hyper-
activation in the thalamo-cortical network was associated with response
speed after recovery, suggesting that responsivity of thalamo-cortical
networks may predict behavioural responsivity following microsleeps.
Temporal dynamics of the functional connectivity between the rFPN
and DMN and within the key hubs in the DMN were associated with the
temporal evolution of behavioural performance in each subject. The
DMN and rFPN are intrinsically linked in the brain in the form of strong
anticorrelations in spontaneous low frequency fluctuations within these
networks (Fox et al., 2005). The anticorrelation reflects competitive
dynamics between these networks in healthy and alert brain states,
which can change with transition to different mental states (Fornito et al.,
2012). We specifically observed that the anticorrelation between rFPN
and DMN actually decreased with increasing tracking error (reflecting
increased microsleeps). This is consistent with previous findings showing
that connectivity between the DMN and its anticorrelated network de-
creases at sleep onset (Samann et al., 2011). Furthermore, a recent study
reported that the state of reduced arousal, dominated by eye-lid closures,
is associated with decreased anticorrelation between rFPN and
DMN(Wang et al., 2016). Within the DMN, we observed that the corre-
lation between the ventromedial-prefrontal cortex (vmPFC) and
posterior-cingulate cortex (PCC) decreased with increasing tracking
error. Previous studies have shown that connectivity within the DMN is
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Fig. 6. Relationship between temporal evolution of DMN-rFPN connectivity and tracking error. Example data from 4 representative subjects showing moderate DMN-
rFPN anti-correlation during the periods of good tracking performance (reduced tracking error), which lessened with the intrusions of microsleeps (and concomitant

increase in tracking errors).

strong in an alert rested state, which remains stable (Horovitz et al.,
2008) or may only decrease slightly (Samann et al., 2011) during early
sleep stages. Furthermore, consistent with our findings, when
hypo-arousal is clearly manifested in eye-lid closures, intra-network
connectivity within the DMN decreases (Wang et al., 2016). The cur-
rent study demonstrates that increased propensity of microsleeps impacts
on the stable intra-network dynamics of DMN connectivity (De Havas
et al., 2012).

A number of methodological issues in this study need to be addressed.
First, the nature of study is such that there is a large inter-individual
variability in the number of microsleeps during rested and sleep
restricted sessions. Therefore, the reported findings are disproportionally
contributed by the individuals who are vulnerable to sleep restriction and
have frequent microsleeps. Second, only the limited number of partici-
pants (N =5) had microsleeps in both rested and sleep-restricted ses-
sions. Hence, the differences between rested and sleep-restricted
conditions should be interpreted with caution. Third, the dynamic
functional connectivity analysis performed in the study used a sliding-
window approach, with a window size of 4 min. This length was cho-
sen to ensure that functional connectivity changes were not driven by
spurious transient events or residual activity from microsleeps. The
downside of this is a reduced temporal precision of dynamic functional
connectivity, hence diminishing the ability to detect faster temporal
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connectivity changes. Fourth, the study relied on the behavioural man-
ifestations to identify the start and end of microsleeps. The
behaviourally-defined microsleeps may-not necessarily overlap with the
neurophysiological (i.e., 4-7 Hz theta activity) definition of microsleeps.
Hence, future studies should co-register EEG with behaviour to identify
and separate the microsleeps with clear EEG manifestations. Fifth, due to
the limited number of long microsleeps (>5 s) available, we didn't model
the onset and end of microsleeps separately. Hence, the pattern of ac-
tivity observed during microsleeps may include activity at both the onset
and end of microsleeps. Finally, it is important to note that the eye-
closure maps used in the present study were derived from a separate
study published previously (Poudel et al.,, 2010). Given the
inter-individual variability in fMRI spatial maps, this may have led to
minor spatial inaccuracies while excluding the eye-closure related ac-
tivities from microsleep-related activities. Future studies will need to
include a separate voluntary eye-closure paradigm within the same group
of participants.

In summary, we used fMR], continuous visuomotor response sam-
pling, and ocular behaviour during fMRI scanning to map neural activity
and spontaneous functional connectivity in the brain during transition to
microsleeps, both when rested and when sleep-restricted. Our results
indicate a distinct pattern of engagement and disengagement of large-
scale networks during transition to microsleeps, which also map onto



G.R. Poudel et al.

Neurolmage 174 (2018) 263-273

@ 8)
p ¢ 1
r=-0.51 r=-0.76
05 ; 05 p—
ba 4 pevieeny - L ST M) -
S W - o e L
0 - 7 0 oz v
75 150 225 300 375 450 525 600 6%~ 507,835 900 75 150 225 300 375 450 525 600 675 750 825 9ed
-0.5 -0.5
1 "
o = = Connectivity ——Tracking error )
= = Connectivity —Tracking error
0.8
1 1 re-0.43
0.6
0.5 0.5
0.4 L
SNshLr
¢ ‘s ) ~
0.2 0 < e 0 -
. 0 75 1501225 3007375 450 525 600 675 750 825 “veb 75 150 225 300 375 450 525 600 675 750 82Y\900~.,
thy et
0 0.5 = 05
0 75 150 225 300 375 450 525 600 675 750 825 900 Time (s) Time (s)
Time (s) -1 -1

Fig. 7. Temporal evolution of connectivity within the default-mode network. (A) Top panel shows the four nodes, medial-frontal cortex (MFC), posterior-cingulate
cortex (PCC), and bilateral superior-parietal (SP) cortex within the default mode network. During alert performance (i.e., low tracking error), the medial-frontal cortex
(MFC), posterior-cingulate cortex (PCC), and superior-parietal (SP) nodes within the default mode network were positively correlated. However, with an increased
number of microsleeps (i.e., drowsy), the PCC-MFC connection was partially decoupled. The bottom panel shows a plot of sorted average tracking error and corre-
sponding average change in PCC-MFC connectivity (dotted line) within the default-mode network. To generate this figure, changes in tracking error (for every 2.5s)
were averaged across participants, scaled (0-1), and sorted. The average change in connectivity (moving window of 4-min and a step of 2.5s)) was estimated

and sorted.

changes in visuomotor responsiveness. These findings have important
implications for our understanding of microsleeps and the development
of techniques for EEG-based detection of microsleeps (Ayyagari et al.,
2015; Davidson et al., 2007; Peiris et al., 2011) and even prediction of
microsleeps (Baseer et al., 2017; Shoorangiz et al., 2016, 2017). Taken
together, our findings also raise a compelling possibility that intrusion of
microsleeps may provide momentary relief from homeostatic drive to
sleep.
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